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A Completely Distributed Economic Dispatching
Strategy Considering Capacity Constraints

Hua Han, Xinyu Chen, Zhangjie Liu, Yonglu Liu, Mei Su, Shimiao Chen

Abstract—For islanded microgrids integrating distributed gen-
erators (DGs) with different generation cost and capacity, eco-
nomic dispatch (ED) is its one of the key performance attributes
and challenges. This paper proposes a completely distributed
control strategy with improved reliability, flexibility and voltage
quality for DC microgrids. Only depending on a sparse com-
munication graph and neighbor information, the output power
of each DG is adjusted to obtain global economic optimization
while meeting the load demands and its capacity constraint by
switching its control mode between distributed dispatch based
on dynamic consensus algorithm and constant power control
smoothly. The bus voltage is recovered accurately by construct
a shortest communication line between bus agent and one DG
to obtain the bus voltage. The stability and convergence of the
proposed scheme have been analyzed. Simulation test has verified
the feasibility and validity of the proposed control strategy.

Index Terms—Distributed control, cost optimization, capacity
constraints, DC microgrids

I. INTRODUCTION

A. Motivation and Incitement

Recently, interest has been concentrated on microgrids [1]-
[4], which is the most effective way to solve the penetration
of extensively distributed generators (DGs) to power grid
[5, 6]. Compared with AC microgrids, DC microgrids don’t
involve frequency deterioration, reactive power compensation,
and multi-stage power conversion, which helps to increase the
capacity of transmission line and improve the reliability of
power supply and reduce system loss [7].

Economical dispatch (ED) is considered as one of the core
problems in microgrid research. Usually, a microgrid consists
of different types of DGs that have different generation costs
[8, 9]. From the perspective of economics, all DGs should be
dispatched within their capacity constraints to minimize the
generation cost of system and system exhibits high voltage
quality, robustness, stability and communication reliability.
The research of ED has been more popular on DC microgrid.
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B. Literature Review

The method to solve the ED can be divided into decentral-
ized algorithm, centralized algorithm and distributed algorithm
according to the degree of dependence on communication.
Owing to the high reliability and communication-free features,
decentralized economical operation schemes represented by
the droop control have drawn plenty of research studies [10].
However, the global optimum is not guaranteed and there is a
voltage deviation, due to relying on no communication infras-
tructure [11]-[12]. Various centralized algorithms have been
proposed to solve ED. In [11], a lambda iteration approach was
proposed. Intelligent optimization algorithms, such as particle
swarm optimization and genetic algorithm [13]-[17] are also
developed to solve the ED with inequality constraints in recent
years. [16] proposes a general framework which can be applied
to any evolutionary algorithm for handling constraints in ED
problems. In [17], an improved binary artificial fish swarm
algorithm (IBAFSA) and a fast constraint processing mecha-
nism are presented to solve the large-scale unit commitment
problems of large-scale power systems, which handles the
coupling between system spinning reserve constraint and unit
minimum up and down time constraint. However, centralized
methods have the disadvantages of single-point failure, high
communication requirements and poor scalability.

Distributed control has been developed to take place of
the decentralized control and centralized control with good
reliability and simple communication network requirement
[18]-[21]. [18] proved that distributed control is still effective
considering communication delays and slow switching topolo-
gies. [19] provides a theoretical analysis tool for communi-
cation delay and load uncertainty. distributed control can be
applied in noisy environments by employing event-triggered
communication mechanism. [20] proved that the amount of
communication can be minimized in a distributed system
by employing event-triggered communication mechanism in
noisy environments. Besides, [21] offers a valid nonlinear dis-
tributed cooperative control scheme in a sparse cyber network
subject to noisy disturbance and limited bandwidth constraints.

Because the distributed system has high control accuracy
and low communication dependence, global optimal ED can
be achieved in a distributed manner. [22]-[24] presented a
series of distributed control methods based on adaptive virtual
impedance to achieve optimal power dispatch and properly
load sharing by synchronizing incremental costs of all DGs.
The author in [25] proposes a continuous-time distributed op-
timal control for DC micro-grids system with communication
delays, which can effectively solve the problem of economic
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TABLE I
MERITS AND GAPS OF EXISTING METHODS

Current method Advantages Disadvantages
Project algorithm [26] Good scalability and supporting plug-and-play Lack of voltage recovery

“Virtual ICR” [27]-[30] Global optimal ED in discrete consensus Not global optimal ED in dynamic consensus
Method with GLO [31] Global optimal ED in dynamic consensus Lack of plug-and-play

Average voltage recovery [25],[31] Partly voltage recovery Low accuracy of recovery
Voltage recovery by line impedance [32] Higher accuracy of voltage recovery Low robustness

dispatch, but it doesn’t consider the capacity constraints of
DGs and the quality of voltage need to be improved. However,
the above method solving the global optimal ED don’t take
capacity constraint into account. Therefore, several studies are
developed to deal with capacity constraints. [26] proposes
a projected algorithm with good scalability to solve the ca-
pacity constraint, but this method does not consider voltage
recovery and the reliability of system power supply need
to be improved. “virtual ICR” is presented to solve the ED
with capacity constraint based on discrete consensus algorithm
[27]-[30], but it can’t realize global optimal ED in dynamic
consensus. A global load observer (GLO) is introduced to
realize ED with consideration of capacity constraints [31].
However this method demands that every DG need know
coefficients of cost function of all DGs in advance and plug-
and-play can’t be achieved. Although average voltage recovery
is adopted in [25] [31] when considering capacity constraint in
ED, the accuracy of voltage recovery still need to be improved.
In [32], the author realizes higher accuracy of bus voltage
recovery by estimating impedance information. If there is an
estimation error in the line impedance, the voltage cannot be
restored accurately, so the robustness of this method is low.

The merits and gaps of existing distributed method are
summarized in Table I. To the best of our knowledge, there is
no distributed strategy considering capacity constraint in ED
satisfying requirements to global economic optimization, high
voltage quality and robustness (such as plug-and-play, time-
varying delay and communication noise) simultaneously.

C. Contribution and Paper Organization
Motivated by the above considerations, we further propose

a distributed ED algorithm considering capacity constraint,
which exhibits high voltage quality, robustness and com-
munication reliability. The contributions of this paper are
summarized as following:
• Global optimal ED considering capacity constraint: a

novel completely distributed ED scheme is presented
without load observers. This ED scheme consists of
distributed coordinate control base on dynamic consensus
and constant power control, the control mode switching
of each DG is triggered by its output power. The DGs
operate in constant power mode when their output powers
reach the capacity bounds, otherwise, they are dispatched
by dynamic consensus algorithm to reach global eco-
nomic optimization. The proposed method can adjust the
output power of all DGs within their capacity constraints
to response the change of load in real time.

• Voltage recovery: Based on the communication between
one DG and bus agent, a voltage recovery mechanism

is proposed. One of DGs undertakes voltage recovery
whether its output power is limited or not. Compared with
average voltage recovery method [25] [31] and voltage
recovery based on line impedance estimation [32], this
proposed method can achieve high voltage quality only
relying on the voltage of bus transmitted to one of
DGs, which improve the reliability and voltage quality
of system.

• Good robust performance: plug-and-play can be achieved
in the proposed method. Besides, our method can resist
certain communication delay, noise disturbances and load
change. The effect of communication delay and load
change are analyzed in theory.

The remainder of the paper is organized as follows. Sec-
tion II formulates the model of economic dispatching in
DC microgrid and related studies, which aims to minimize
the generation cost and meet power balance and capacity
constraints. In Section III, a completely distributed economic
dispatching strategy is proposed to solve the problem in the
Section II. Section IV analyzes the convergence and stability
of the proposed method. Case studies are given in Section V
to test the proposed method. Finally, Section VI concludes the
whole paper.

II. PROBLEM FORMULATION

A. ED Within Capacity Constraint

The configuration of DC microgrid is shown in Fig.1(a).
There are conventional generators (CGs) such as diesel genera-
tors and micro-turbines, renewable generators (RDGs) such as
photovoltaic systems (PVs) and wind turbines (WTs), energy
storage units (ESUs) and loads.CGs and ESUs are dispatchable
distributed generators (PDGs). RDGs are not dispatchable and
operate at maximum power point (MPP).

The cost function of PDG is commonly defined as quadratic
polynomials,

Ci(pi) = γip
2
i + βipi + αi (1)

where Ci(pi) is the generation cost of PDGi, pi is the output
active power of PDGi, γi, βi, αi are the constant coefficients
of cost function of PDGi.

The goal of ED is to minimize the generation cost con-
sidering capacity constraints of PDGs, the problem can be
formulized as 

min
n∑
i=1

Ci(pi)

n∑
i=1

pi = pload − ploss
0 ≤ pi ≤ pmax

i

(2)
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where pload is the total load power, ploss is the power loss
in power transmission, pmax

i is the maximum output power of
PDGi, n denotes the number of PDGs.

The augmented Lagrange function of (2) is given by

L(p1, p2, · · · , pn, λ) =
n∑
i=1

Ci(pi)− λ(
n∑
i=1

pi − pload + ploss)

(3)
where λ is the Lagrange multiplier. Because the objective
function is smooth and convex, then the solution to the ED
described by (3) is achieved.

∂L
∂pi

= 2γipi + βi − λ = 0

∂L
∂λ =

n∑
i=1

pi − ploss − pload = 0
(4)

λi is assumed as the incremental cost rate (ICR) of PDGi. The
global optimal solution of (4) is determined by (5)

λ1 = λ2 = · · · = λn (5)

To achieve (5), a fast distributed gradient method based
on equal ICR criteria is proposed [33]. Moreover, the author
in [34] adopts a proposed method by combining ICRs from
its neighbors to solve ED. Without considering the capacity
constraint, the above methods can effectively solve ED.

B. ED With Capacity Constraint

The actual ED problem must take capacity constraint into
consideration. In general, the current methods for ED capacity
constraint are mainly divided into two groups. The first group
is discrete consensus. In [27]-[30], the author adopts “virtual
ICR” to solve the problem of capacity constraint. When the
DG reaches the limit value, its output power remains constant,
but the ICR of the bound DG continue to participate in other
ICRs’ update. The global optimal ED can’t be guaranteed.

The other group is dynamic consensus, shown as (6){
λi(k + 1) = 2γipi(k) + βi
u∗ = uref +

∑
j∈Ni

aij (λj(k + 1)− λi(k + 1)) + δu

(6)
where δu is the bus voltage compensation item. As for
dynamic consensus, it is inappropriate to use the method of
“virtual ICR”, because the ICR of the bound DG is constant
and the result of the last outcome is not optimal, because
the ICR in dynamic consensus is calculated by the output
power. Besides, if forcing the ICR of the bound DG to exit the
iteration, the system also wil not reach the lower cost because
the structure of communication is no longer a spinning tree. In
[31], a load observer is used to estimate the total load to judge
whether the output powers of PDGs reach their limitation of
capacities. However, the scale of DC microgrid system based
on this ED method is limited, and the performance of plug
and play is lost.

In view of the above problems, this paper proposes a novel
dynamic consensus based distributed ED scheme to improve
system economy, flexbility, relaibility and stability without
load observer.
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Fig. 1. Block diagram of DC micro-grid. (a) Cyber-physical system, (b)
Communication failure, (c) Reach constrain, (d) Constrain equivalent graph

III. THE PROPOSED DISTRIBUTED ED SCHEME
DC microgrid can be seen as a cyber-physical system with

a communication network facilitating information exchange
among PDGs for control purpose. To achieve ED and high
voltage quality of DC microgrid with capacity constraints, a
distributed ED scheme is presented to adjust the output power
of each PDG by smooth switching between lambda dynamic
consensus mode and constant power mode.

A. The Communication Topology
In order to facilitate both distributed ED and voltage

recovery of islanded DC micro-grid including n PDG, a
low bandwidth communication network shown in Fig.1 is
designed. The communication graph consists of n + 1 nodes
VG = {ν0, ν1, · · ·, νn} connected via a set of edges. In
subgraph VG1 = {ν1, ν2, · · ·, νn}, communication links are
bidirectional to form an undirected graph, and each node only
exchanges information with nodes represented by Ni next to
it. Ni denotes the set of all neighbors of node νi. When
some communication line fails, there is still a spinning tree
to keep a communication path including all the PDGs in VG1

as shown in Fig.1(b), and both the sparsity and reliability
of communication network is ensured. In addition, a special
unidirectional link between ν0 to ν1 is set, thus the bus voltage
information can be transmitted from node ν0 to node ν1 to
restore the bus voltage.

The sub communication graph VG1 is represented by an
associated adjacency matrix AG1 = [aij ] ∈ Rn×n, where
aij = 1 if there are an edge connecting node vi to node vj , and
aij = 0, otherwise. The Laplacian matrix of communication
subgraph VG1 is L = diag{din

i }−AG1, where din
i =

∑
j∈Ni

aij .

B. Economic Dispatch Considering Capacity Constraints
The proposed distributed control architecture takes each

PDG as an intelligent agent, and each agent only exchanges
information with its neighbor agents to obtain real-time eco-
nomic dispatch.
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1) Output power within constraint: The objective of eco-
nomic dispatch of system is to adjust the output power of each
PDG within its power constraint, in order to control the ICRs
of all PDGs to the same value in a distributed manner. The
distributed control strategy is described as follows:


u∗i = uref − rvirii + δu1

i

δu1
i = kλ

∫ ∑
j∈Ni

aij(λj i − λi)dt

0 < pi < pmax
i

(i > 1) (7)

where uref is the rated voltage, u∗i is the expected output
voltage of PDGi, ii is the output current of PDGi, upcc
is the bus voltage, pi and pmax

i are the output power and
maximum output power of PDGi, respectively. rvir is the
virtual impedance, which plays a damping and improving the
stability of system role, δu1

i denotes ED compensation of
PDGi, kλ denotes integral coefficient. λj i (t) is the infor-
mation broadcast from PDGj to PDGi.

2) Output power being limited: When the output power of
PDGi has reached maximum, the control strategy described
by (7) must be modified because PDGi should keep constant
power output, shown as (8) u∗i = uref − rvirii + δu2

i

δu2
i=kp

∫
(pmax
i − pi)dt

pi ≥ pmax
i

(i > 1) (8)

where δu2
i denotes maximum power compensation of PDGi,

kp denotes integral coefficient.

C. Voltage Adjust Considering Capacity Constraints

In order to realize bus voltage recovery, an intelligent agent
is designed to receive the value of bus voltage and undertake
voltage recovery. Assume that PDG1 is nearest to the bus and
undertake the task of bus voltage regulation, whose control
strategy is different from other PDGs.

1) Output power within Capacity constraints: When PDG1

is within capacity constraint, the control strategy is described
as follows: u∗i = uref − rvirii + δu3

i

δu3
i = ku

∫
(uref − upcc) dt

0 < pi(t) < pmax
i

(i = 1) (9)

where δu3
i represent voltage recovery compensation of PDGi.

ku denotes integral coefficient. upcc is the voltage of DC bus.
2) Output power being limited: When the output power of

PDG1 reaches maximum, its control strategy switches from
(9) to (10)  u∗i = uref − rvirii + δu2

i

δu2
i = kp

∫
(pmax
i − pi)dt

pi ≥ pmax
i

(i = 1) (10)

It is noted that voltage recovery compensation is delivered
from PDG1 to other PDGs, which will be explained in the
following section.

D. Communication Transmission and Detection Protocol

To ensure ED can be achieved during the entire operation,
different PDG will have different control strategy and different
communication transmission protocol. Meanwhile the goal of
detection protocol is to guarantee the accuracy of the switching
control strategy.

1) Communication Transmission Protocol: As for PDGi
whose output power is within the constraint, the information
transmitted from it to its neighbor PDGj is

λi j = λi (11)

When PDG1 is controlled in maximum power output mode,
the information will be changed to

λ1 j = λ1 + δu3
1 (12)
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Fig. 2. Schematic diagram of control flow
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By (12), the task of voltage recovery is passed to other PDG.
As for PDGi(i > 1), when its output power reaches the

capacity constraint, the information to its neighbor are{
λi i−1 = λi+1 i = λi+1

λi i+1 = λi−1 i=λi−1
(i > 1) (13)

Subscript i−1, i+1 denote different neighbor of PDGi(i >
1),Ni = {vi−1, vi+1}. Equation (13) shows that the bound
PDG becomes a virtual communication line between its neigh-
bors, as shown Fig.1(d).

2) Detection Protocol: How PDG switches its control
strategy smoothly and precisely is important. In this paper,
a valid method is proposed to make sure PDGs adjust their
own control mode adaptively.

When PDG has not reach the constraint, it compares its
output power with the maximum power regularly. The detec-
tion time interval depends on the performance of the control
equipment. As long as the output power has exceeds the
maximum power in two consecutive detections, the PDG will
switch to maximum output power mode automatically. And
then, when the output of PDG maintains maximum power, it
compares its own λ with λ̄, λ̄ is the mean value of neighbors’
λ. The condition that the PDG switches to dynamic dispatch
mode from maximum power output mode is λ̄ is less than λ
in two consecutive detections.

λ̄=

∑
j∈Ni

λj∑
j∈Ni

aij
(14)

E. Global Control Strategy

The overall flow chart and control structure are shown in
Fig.2 and Fig.3, respectively. When the output of each PDG is
within power constraint, the following equation deduced from
(11)∑
j∈Ni

aij(λj i − λi) =
∑
j∈Ni

aij(λj − λi) =
∑
j∈Ni

aijλj − dini λi

(15)
The sub communication graph VG1 is a Laplacian matrix.
Accordingly, one can formulate the global dynamic in the
complex frequency domain as

U∗ = Uref − rvirI + δU1 + δu2
1τ

δU1 = −kλs (In − ττT )LΛ

δu2
1 = ku

s (uref − upcc)
(16)

where U∗ = [u∗1, · · · , u∗n]T ,I = [i1(t), · · · , in(t)]T ,
Λ = [λ1, · · · , λn]T ,τ = [1, 0, · · · , 0]T ,Uref = uref1n,
1n ∈ Rn and 1n =

[
1 1 · · · 1

]T
.

When PDG1 reach the limited value, based on (8) (10) (12),
one can formulate the global control strategy

U∗ = Uref − rvirI + δU1 + δu3
1τ

δU1 = −kλs (In − ττT )L
(
Λ + δu2

1τ
)

δu3
1 =

kp
s (pmax

1 − p1)

(17)

In addition, when PDGi(i > 1) reaches the constraint, as
for other PDGs, the derivation is the same as (16).

IV. STEAD-STATE AND STABILITY ANALYSIS

In this part, the system stability and steady-state perfor-
mances with the proposed control strategy is studied. The con-
trol parameters are properly tuned, which is based on stability
analysis. Meanwhile steady-state performance is verified by
proof of convergence.

A. All PDGs within Capacity Constraints

Steady-state analysis of the DC microgrid system is es-
sential to ensure that the cooperative controllers satisfy both
operational requirements: the bus voltage recovery and the cost
optimization.

When all PDGs are within constraint, according to (9), for
t ≥ t0, one can write

u∗
ss

1 = uref−rviriss1 +ku(uref−usspcc)(t−t0)+Wu(t0) (18)

where xss denotes the steady-state value of the variable x.
Wu(t0) is a value that carries integrator output of the voltage
regulators at t = t0. In steady state, the time-varying term in
(18) is zero.

ku(uref − usspcc)t = 0→ usspcc = uref (19)

Similarly, one can write based on (16)

(IN − ττT )kλLΛss − ku(uref − usspcc)τ = 0n (20)

where 0n ∈ Rn and 0n =
[

0 0 · · · 0
]T

.
Substituting (19) into (20) yield

(IN − ττT )kλLΛss = 0n (21)

where (IN − ττT ) is a diagonal matrix, kλ is a constant
coefficient. Thus, according to Theorem 1 (see Appendix I),

L′Λss = 0n (22)

where L′ = L(IN − ττT )kλL is a balanced Laplacian matrix,
then

Λss = m1n (23)

where m is a positive real number.
Equation (19) and (23) show that both the bus voltage

recovery and cost optimization are guaranteed.

B. Output Power of PDG1 being Limit

When any PDGi(i > 1) reaches the constraint, the steady-
state analysis for other PDGs is the same as the previous
section (see A. All PDGs within Capacity Constraints). So
it is only considered the circumstance where PDG1 reaches
the limited value.

Similar to (18) (19), for t > t0, one can get from (10)

pss1 = pmax
1 (24)

According to (17), we have

kλ(IN − ττT )
(
L(Λss − kut0(u

ref
− uss

pcc
)τ +Wu(t0)τ)

)
+ (t− t0) (u

ref
− uss

pcc
)kλku(IN − ττT )Lτ +Wλ(t0)

−kp(pmax
1 − p1)τ = 0n

(25)
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Equation (25) holds for all t ≥ t0 and kλku(IN − ττT )Lτ 6=
0n, thus usspcc = uref .

Substituting usspcc = uref and pss1 = pmax
1 into (25),

kλ
(
IN − ττT

)
(L(Λss +Wu(t0)τ)) =0n (26)

Similar to (21)-(22), we obtain

Λss +Wu(t0)τ = m̃1n (27)

it is proved that
Λ̃ss = m̃1n−1 (28)

where m̃ is a positive real number and Λss =

[
λ1

Λ̃ss

]
.

Equation (28) ensures consensus of the ICR, thus achieving
global optimization.

C. Stability Analysis Considering Communication Delay and
Change of Load

1) Network Modeling: A definite system including PDGs,
resistive loads, and line resistances, can be regarded as an n-
port network, where all PDGs and loads are nodes. When the
system is in steady state, according to Kirchhoff’s voltage and
current theorem[

I
iload

]
=

[
Lss Lsl
Lls Lll

] [
U
uload

]
(29)

In Fig.1, multiple loads in parallel can be equivalent to one
load, expressed as yload(t), which satisfies{

yload(t) = yload + ∆yload(t), yload(t) ∈ R
|∆yload(t)| ≤ ξ, ξ > 0

and Lss, Lsl, Lls, Lll are constant matrices, which are deter-
mined by the line resistance(seen in Appendix II). So iload
and uload have the following relationship

iload = yload(t)uload (30)

upcc = uload = −(yload(t) + Lll)
−1LlsU (31)

According to (29) and (31), we obtain

I = Y U (32)

where Y = (Lss − Lsl(yload(t) + Lll)
−1Lls), which denotes

admittance matrix and Y0 = (Lss − Lsl(yload + Lll)
−1Lls).

2) Linearization model: The small signal model consider-
ing communication delay d(t), can be derived from (4), (16)
and (32)

∆Λ = γ∆P = γΦ∆U (33){
∆İ = Y∆U̇
∆upcc = −(yload(t) + Lll)

−1Lls∆U
(34)

∆U̇ = −rvir∆İ+∆δU̇1(t− d(t))+∆δu̇3
1(t− d(t))τ

(35)
where Φ = diag {issi } + diag {ussi }Y, γ = diag{2γi} and
d(t) is a time-varying differentiable function that satisfies{

0 ≤ d(t) ≤ c∣∣∣ḋ(t)
∣∣∣ ≤ µ (36)

where c > 0 and µ > 0 are constants. Based on (33)–(35)

∆U̇ = (In + rvirY )
−1
T∆U(t− d(t)) (37)

where T = ku(yload(t) + Lll)
−1τLls − kλ(In − ττT )LγΦ.
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Fig. 3. Block diagram of the proposed control method
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When all PDGs are within the constraint, the linearization
dynamic model of the entire system considering time-varying
structured uncertainties based on (37) is formed as,

Ẋ = (Ad1 + ∆Ad1(t))X(t− d(t)) (38)

where X = ∆U and ∆Ad1(t) denotes the load change
uncertainty. Ad1 and ∆Ad1 are given in Appendix III.

Similarly, the small signal model of the system when PDG1

is restricted can be established as{
∆U̇ = −rvir∆İ + ∆δU̇1(t− d(t)) + ∆δu̇3

1τ

∆u̇pcc = −(yload(t) + Lll)
−1
Lls∆U̇

(39)

(39) can be written as

Ẋ = (Ab2+∆Ab2(t))X + (Ad2 + ∆Ad2(t))X(t− d(t))
(40)

where X =

[
∆U

∆upcc

]
, Ab2, Ad2 are shown in Appendix III.

3) Analysis of Time-varying Structured Uncertainties: As
for (38) and (40), the uncertainties take following forms{

∆Ad1(t) = F (t)Ed1[
∆Ab2(t) ∆Ad2(t)

]
= F (t)

[
Eb2 Ed2

] (41)

Ed1, Eb2 and Ed2 are given in Appendix III. F (t) =
∆yload(t)/ξ, and |F (t)| < 1.

Theorem 2: Given c and µ, if there exists matrices P =
PT > 0, Q = QT ≥ 0, R = RT ≥ 0, Zi = ZTi > 0, i = 1, 2.
N = [N1, N2, N3]

T
, S = [S1, S2, S3]

T
,M = [M1,M2,M3]

T

and a scalar σ > 0, where N , S, and M are freedom matrices
that satisfies (42), the system is robustly stable.

Ψ̂ cN cS cM cATciẐ P̂D
∗ −cZ1 O O O O
∗ ∗ −cZ1 O O O
∗ ∗ ∗ −cZ2 O O

∗ ∗ ∗ ∗ −cẐ −cZ1D
∗ ∗ ∗ ∗ ∗ −σIn

 < 0

(42)
where * denotes the symmetric terms in a symmetric matrix.
The relative matrices Ψ̂, Aci, Ẑ,D, P̂ can be seen in the
Appendix IV. The proof of Theorem 2 can be seen in [35]
for detail.

V. SIMULATION STUDIES

To verify the correctness and effectiveness of the proposed
method, in this paper, an integrated micro-grid system model
consisting of five PDGs is built in Matlab/Simulink, as shown
in Fig.4. The cost parameters are listed in Table II and the
system operation parameters are listed in Table III. The load
demands are scheduled as follows: in the interval [2s,8s],
yload2 is connected to the microgrid, and yload3 is connected
to the microgrid in the interval [4s,6s]. The test system is
assumed that the ratings of all DGs is greater than demands.

The proposed method in this paper can realize the global
optimal ED considering capacity constraint with high volt-
age recovery and robustness such as plug-and-play and load
change. Moreover, the proposed method is stable and effective
under delay and noise.

TABLE II
ECONOMICAL PARAMETERS OF PDGS

PDGi γi βi αi
1 1.06 5.00 2.00
2 0.86 0.12 4.00
3 1.75 4.00 4.00
4 2.50 3.00 2.00
5 1.00 6.00 5.00

TABLE III
THE SIMULINK PARAMETERS OF THE DC MICRO-GRID

Item Symbol
Output filter inductor L1 ∼ L5 = 0.60mH
Output filter capacitor C1 ∼ C5 = 95µF

Reference voltage of PDG uref = 220V
Virtual resistance rvir = 0.1Ω

Line impedance y1 = 2s, y2 = 2.5s, y3 = 1.67s
y4 = 2s, y5 = 1.43s

Load impedance yload1 = yload2 = yload3 = (5/242) s

Case 1, case 2 and case 8 are designed to verify the global
optimal ED. Case 3 and case 4 are designed to verify the
robustness of the proposed method. Case 3 and case 4 are
designed to verify the robustness of the proposed method.
Case 5 and case 6 are designed to verify the stability and
effectiveness under delay and noise. Case 7 is designed to
compare with peer technologies. The simulation results are as
follows.

Case 1 (Consider capacity constraint of PDGi(i > 1)): In
this case, only consider the case where the output power of
PDGi(i > 1) is limited and pmax

2 = 500W, pmax
4 = 300W.

The output power among PDGs are depicted in Fig.5(a), in
which PDG2 keeps its maximum output power 500W in the
interval [2s,8s] and PDG4 keeps its maximum output power
300W in the interval [4s, 6s]. The voltage of DC is shown
in Fig.5(c), where the bus voltage is maintained at around
220V. The equal increase rate of each PDG is shown in
Fig.5(b). In the steady-state, except for those PDGs whose

Communication

         links

DC Bus Load
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PDG3
PDG4

PDG5

yload1 yload2 yload3
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y2

y3

y4

y5
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L2

L3

L4

L5

C1

C2

C3
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C5

Fig. 4. The structure of the DC microgrid
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Fig. 5. Simulation results of case 1. (a) Output power, (b) Equal increase
rate, (c) Bus voltage

output powers are maximum, other ICRs can reach the same
value, which shows the global optimal ED considering the
capacity constraint of PDGi(i > 1) can be achieved.

Case 2 (Consider the power limitation of PDG1): In this
case, only the capacity constraint of PDG1 will be analyzed
and pmax

1 = 450W. The corresponding simulation results are
illustrated in Fig.6. It shows that the system stabilizes rapidly
after PDG1 is restricted in the interval [2s, 8s] and has a fast
response to load change. The voltage of DC bus is shown in
Fig.6(c). When PDG1 reaches the restricted state and switches
the control strategy, the bus voltage can still be restored to
around the rated voltage and other ICRs can reach the same
value, which shows the global optimal ED considering the
capacity constraint of PDGi(i = 1) can be achieved and the
accuracy of voltage recovery is high.

Case 3 (Simulation with plug-and-play): In this case, the
system is tested via unplugging the PDG5 at 1s and plugging
PDG5 back at 3s, and only pmax

4 = 300W is considered.
The simulation results are shown in Fig.7. When PDG5 is
unplugged, the system quickly reaches a new steady state
and other PDGs coordinate to make sure system economically
optimal.Therefore, the proposed method can achieve plug-and-
play.

Case 4 (Simulation with RDG and PDG): In this case,
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Fig. 6. Simulation results of case 2. (a) Output power, (b) Equal increase
rate, (c) Bus voltage

suppose the PDG5 is RDG, which is controlled in the MPPT
mode. Meanwhile pmax

2 = 500W and pmax
4 = 300W are

considered. The simulation results are shown in Fig.8. Because
the output power of RDG is time-varying, PDG2 switches the
control strategy accordingly. The result in case 4 shows the
proposed method is effective and robust when the RGs and
load change.

Case 5 (Simulation considering communication delay): Af-
ter the communication delay had been considered, the perfor-
mance of PDG was analysed in this case where the delay, d(t),
has been considered. Compared to Fig.5(a), it takes longer
for the power to converge with the same ku, kλ considering
the effect of communication delay shown in Fig.9(a). As the
value of parameters ku, kλ increase from 1 to 2, the system
will lose stability shown in Fig.9(b). This indicates that the
propose method can be implemented with a certain delay and
the design of parameters can be solved by solving linear matrix
inequality in (42).

Case 6 (Robustness performance under noises): To test the
robustness performances of proposed control, noise distur-
bances in communication links are taken into consideration in
this case. Apparently, even though high-frequency noise exists
in communication links, the system can still be stable shown
in Fig.10. It verifies that the proposed control method also
achieves economical dispatch and meets capacity constraint.
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Fig. 7. Simulation results of case 3. (a) Output power, (b) Equal increase
rate, (c) Bus voltage

Obviously, the proposed method is not sensitive to high-
frequency noises.

Case 7 (Comparison with “virtual ICR” method and average
voltage recovery): The performance of the proposed control
scheme is compared with “virtual ICR” method [27]-[30] and
average voltage recovery [25] [31]. We perform the simulation
scenario of case 1 by exploiting the “virtual ICR”, and present
the results in Fig.11(a). Compare with Fig.5(b), the λ can not
converge to the same as (5) for the reason that λ is calculated
by output power in dynamic consensus, and the restricted λ
should not continue to participate in subsequent calculations
like the discrete consensus algorithm. Therefore, ”virtual ICR”
method can’t receive global optimal ED in dynamic consensus
control. In addition, Fig.11(b) shows the the performance dif-
ference of our proposed method and average voltage recovery.
The line impedance is large than case 1 to widen the difference
in this case. It is obvious that the bus voltage accuracy is lower
than our proposed method.

Case 8 (Simulation in large system with heavy load) Even-
tually, to verify the effectiveness of the proposed method in
larger system with heavy load, a system with ten PDGs and
60kW load demand is designed where pmax

2 = 9kW. The load
changes from 50kW to 60kW at t = 2s, which is shown
in Fig.12. The PDG2 is controlled at the maximum power
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when it reach capacity constraint in Fig.12(a) and others’
ICR can reach the same in Fig.12(b), which indicates that
the global optimal ED can be achieved. The global optimal
ED is still achieved when more PDGs and larger load demand
are considered in the system.

As a result, the proposed method can receive global optimal
solution of ED with the consideration of capacity constraint,
which can be seen in case 1, case 2 and case 8. Case 3
verifies the plug-and-play performance of proposed method.
Case 4 shows that the proposed strategy is effective and robust
with power fluctuation of RDG. Besides, the proposed method
can resist certain communication delay and noise disturbances
shown as case 5 and case 6. Compared with “virtual ICR”, the
proposed method can effectively solve the capacity constraint
in dynamic consensus and receives higher voltage accuracy
than average voltage recovery, which is illustrated in case 7.

VI. CONCLUSIONS

In this paper, a fully distributed optimal control strategy is
presented to solve ED for islanded DC microgrids. Based on
the proposed ED strategy, PDGs whose output power reach
their capacity bounds are controlled to operate in a constant
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Fig. 12. Simulation results of case 8. (a) Output power, (b) Equal increase
rate, (c) Bus voltage

power mode, other PDGs share load in a distributed coor-
dinate mode based on lambda consensus algorithm, and the
smoothing switch of two control modes is triggered adaptively
by its capacity bounds. The economic dispatch considering
capacity constraint and the bus voltage recovery are achieved
only depending on a sparse communication topology. Besides,
the small-signal stability and steady convergence for the
system is investigated by theoretical analysis and simulation
experiment. Simulation results under communication delay,
communication noise, communication fault, DG plug-in and
plug-out show that the system exhibits good dynamic, static,
stable, play-and-plug and robust performances.
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APPENDIX

APPENDIX I

Theorem 1: If L is a balanced Laplacian matrix and
K = diag {ki} has positive diagonal elements, b is a constant
coefficient, then, L′ = bLKL is a symmetric positive semi-
definite matrix, which has only one zero eigenvalue and
ker(L′) = 1n.

Proof: Because matrix L is a Laplacian matrix of a strongly
connected undirected graph, then 1TL = 0. L′ = bLKL
then L′ = bLK (L1n) = 0. On the other hand, 1TnL

′ =
b
(
1TnL

)
KL = 0, which shows ker(L′) = 1n.

APPENDIX II

The Lss,Lsl,Lls,Lll in the admittance matrix Y are as
follows, Lss = diag{yi}, Lll =

n∑
i=1

yi,

Lsl = [−y1 · · · − yn]
T
, Lls = [−y1 · · · − yn]

APPENDIX III

The parameter matrices in (38) are given as follows,

Ad1 = (In + rvirY0)−1T

∆Ad1 ≈ ∆yload(In+rvirY0)−1

(yload+Lll)
2 (A1 +A2 − Lsl(In + rvirY0)−1T )

where matrices A1, A2 are as follows,

A1 = kuτLls, A2 = kλ(In − ττT )Lγdiag{ussi }Lsl

The parameter matrices in (40) are given as follows,

Ab2 =

[
A3 0
0 C1

]
, Ad2 =

[
A4 B1

0 0

]
∆Ab2 ≈ ∆yload(t)

[
A5 0
0 C2

]
∆Ad2 ≈ ∆yload(t)

[
A6 B2

0 0

]
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where related matrices are as follows,

A3 = −kp(In + rvirY0)−1τΦ
A4 = −kλ(In + rvirY0)−1(In − ττT )LγΦ
B1 = kukλ(In + rvirY0)−1(In − ττT )Lτ

C1 = −(yload + Lll)
−1
Lsl

A5 =
kp(In+rvirY0)−1

(yload+Lll)
2 (A51 +A52)

A51 = τdiag{ussi }LslLls
A52 = rvirLslLls(In + rvirY0)−1τΦ

A6= = kλ(In+rvirY0)−1

(yload+Lll)
2 (A61 +A62)

A61 = LslLls(In + rvirY0)−1(In − ττT )LγΦ
A62 = (In − ττT )Lγdiag{ussi }LslLls
B2 = −kukλrvir

(yload+Lll)
2B21

B21 = (In + rvirY0)−1LslLls(In − ττT )Lτ

C2 = − Lsl
(yload+Lll)

2

The parameter matrices in (41) are given as follows,

Ed1 = ξ(In+rvirY0)−1

(yload+Lll)
2 (A1 +A2 − Lsl(In + rvirY0)−1T )

Ed1 = ξ

[
A5 0
0 C2

]
, Ed2 = ξ

[
A6 B2

0 0

]
APPENDIX IV

The parameter matrices in (43) are given as follows

Ψ̂ = Ψ +

 σETbiEbi σETbiEdi O
∗ σETdiEdi O
∗ ∗ O

 , P̂ =

 P
O
O


Ψ = Ψ1 + Ψ2 + ΨT

2 , Ẑ = Z1 + Z2

Ψ1 =

 PAbi +ATbiP +Q+R PAdi O
∗ −(1− µ)Q O
∗ ∗ −R


Ψ2 =

[
N +M −N + S −M − S

]
Aci =

[
Abi Adi O

]
where i = 1, 2 and Eb1 = O.
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